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1
DEVICE AND METHOD FOR AUTOMATIC
VIEWING PERSPECTIVE CORRECTION

BACKGROUND

Computing devices generally display two-dimensional
user interfaces using displays with two-dimensional display
screens. When such two-dimensional displays are viewed
from any angle other than perpendicular to the display screen,
the viewer may experience visual distortion from the change
in perspective. However, certain classes of computing devices
are often viewed from angles other than perpendicular to the
display screen. For example, tablet computers are often used
while resting flat on a table top surface. Similarly, some
computing devices embed their display in the top surface of a
table-like device (e.g., the Microsoft® PixelSense™).

Several available technologies are capable of tracking the
location of a user’s head or eyes. A camera with appropriate
software may be capable of discerning a user’s head or eyes.
More sophisticated sensors may supplement the camera with
depth sensing hardware to detect the location of the user in
three dimensions. Dedicated eye-tracking sensors also exist,
which can provide information on the location ofauser’s eyes
and the direction of the user’s gaze.

BRIEF DESCRIPTION OF THE DRAWINGS

The concepts described herein are illustrated by way of
example and not by way of limitation in the accompanying
figures. For simplicity and clarity of illustration, elements
illustrated in the figures are not necessarily drawn to scale.
Where considered appropriate, reference labels have been
repeated among the figures to indicate corresponding or
analogous elements.

FIG.1 is a simplified block diagram of at least one embodi-
ment of a computing device to improve viewing perspective
of displayed content;

FIG. 2 is a simplified block diagram of at least one embodi-
ment of an environment of the computing device of FIG. 1;

FIG. 3 is a simplified flow diagram of at least one embodi-
ment of a method for improving viewing perspective of dis-
play content, which may be executed by the computing device
of FIGS. 1 and 2; and

FIG. 4 is a schematic diagram representing the viewing
angles of a viewer of the computing device of FIGS. 1 and 2.

DETAILED DESCRIPTION OF THE DRAWINGS

While the concepts of the present disclosure are suscep-
tible to various modifications and alternative forms, specific
embodiments thereof have been shown by way of example in
the drawings and will be described herein in detail. It should
be understood, however, that there is no intent to limit the
concepts of the present disclosure to the particular forms
disclosed, but on the contrary, the intention is to cover all
modifications, equivalents, and alternatives consistent with
the present disclosure and the appended claims.

References in the specification to “one embodiment,” “an
embodiment,” “an illustrative embodiment,” etc., indicate
that the embodiment described may include a particular fea-
ture, structure, or characteristic, but every embodiment may
or may not necessarily include that particular feature, struc-
ture, or characteristic. Moreover, such phrases are not neces-
sarily referring to the same embodiment. Further, when a
particular feature, structure, or characteristic is described in
connection with an embodiment, it is submitted that it is
within the knowledge of one skilled in the art to effect such
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feature, structure, or characteristic in connection with other
embodiments whether or not explicitly described.

The disclosed embodiments may be implemented, in some
cases, in hardware, firmware, software, or any combination
thereof. The disclosed embodiments may also be imple-
mented as instructions carried by or stored on a transitory or
non-transitory machine-readable (e.g., computer-readable)
storage medium, which may be read and executed by one or
more processors. A machine-readable storage medium may
be embodied as any storage device, mechanism, or other
physical structure for storing or transmitting information in a
form readable by a machine (e.g., a volatile or non-volatile
memory, a media disc, or other media device).

In the drawings, some structural or method features may be
shown in specific arrangements and/or orderings. However, it
should be appreciated that such specific arrangements and/or
orderings may not be required. Rather, in some embodiments,
such features may be arranged in a different manner and/or
order than shown in the illustrative figures. Additionally, the
inclusion of a structural or method feature in a particular
figure is not meant to imply that such feature is required in all
embodiments and, in some embodiments, may not be
included or may be combined with other features.

Referring now to FIG. 1, in one embodiment, a computing
device 100 is configured to improve viewing perspective of
content displayed on a display 132 of the computing device
100 based on the location of a viewer of the display 132. To do
s0, as discussed in more detail below, the computing device
100 is configured to determine one or more viewing angles
relative to the viewer of the content and automatically, or
responsively, modify the viewing perspective of the content
based on the one or more viewing angles. In the illustrative
embodiments, the computing device 100 generates a content
transformation to apply a corrective distortion to the content
to improve the viewing perspective of the content as a func-
tion of one or more viewing angles.

By applying such corrective distortion to the content to
improve the viewing perspective of the content for a viewing
angle relative to the viewer, the computing device 100 allows
the viewer to view the display 132 of the computing device
100 from any desired position while maintaining the viewing
perspective of the displayed content similar to the viewing
perspective when viewing the content perpendicular to the
display 132. For example, the viewer may rest the computing
device 100 flat on a table top and use the computing device
100 from a comfortable seating position, without significant
visual distortion, and without leaning over the computing
device 100.

The computing device 100 may be embodied as any type of
computing device having a display, or coupled to a display,
and capable of performing the functions described herein. For
example, the computing device 100 may be embodied as,
without limitation, a tablet computer, a table-top computer, a
notebook computer, a desktop computer, a personal computer
(PC), a laptop computer, a mobile computing device, a smart
phone, a cellular telephone, a handset, a messaging device, a
work station, a network appliance, a web appliance, a distrib-
uted computing system, a multiprocessor system, a proces-
sor-based system, a consumer electronic device, a digital
television device, a set-top box, and/or any other computing
device configured to determine one or more viewing angles
for a viewer of the content and improve the viewing perspec-
tive of the content based on the one or more viewing angles.

In the illustrative embodiment of FIG. 1, the computing
device 100 includes a processor 120, an I/O subsystem 124, a
memory 126, a data storage 128, and one or more peripheral
devices 130. In some embodiments, several of the foregoing
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components may be incorporated on a motherboard or main
board of the computing device 100, while other components
may be communicatively coupled to the motherboard via, for
example, a peripheral port. Furthermore, it should be appre-
ciated that the computing device 100 may include other com-
ponents, sub-components, and devices commonly found in a
computer and/or computing device, which are not illustrated
in FIG. 1 for clarity of the description.

The processor 120 of the computing device 100 may be
embodied as any type of processor capable of executing soft-
ware/firmware, such as a microprocessor, digital signal pro-
cessor, microcontroller, or the like. The processor 120 is
illustratively embodied as a single core processor having a
processor core 122. However, in other embodiments, the pro-
cessor 120 may be embodied as a multi-core processor having
multiple processor cores 122. Additionally, the computing
device 100 may include additional processors 120 having one
or more processor cores 122.

The 1/O subsystem 124 of the computing device 100 may
be embodied as circuitry and/or components to facilitate
input/output operations with the processor 120 and/or other
components of the computing device 100. In some embodi-
ments, the /O subsystem 124 may be embodied as a memory
controller hub (MCH or “northbridge”), an input/output con-
troller hub (ICH or “southbridge”), and a firmware device. In
such embodiments, the firmware device of the I/O subsystem
124 may be embodied as a memory device for storing Basic
Input/Output System (BIOS) data and/or instructions and/or
other information (e.g., a BIOS driver used during booting of
the computing device 100). However, in other embodiments,
1/0 subsystems having other configurations may be used. For
example, in some embodiments, the I/O subsystem 124 may
be embodied as a platform controller hub (PCH). In such
embodiments, the memory controller hub (MCH) may be
incorporated in or otherwise associated with the processor
120, and the processor 120 may communicate directly with
the memory 126 (as shown by the hashed line in FIG. 1).
Additionally, in other embodiments, the /O subsystem 124
may form a portion of a system-on-a-chip (SoC) and be
incorporated, along with the processor 120 and other compo-
nents of the computing device 100, on a single integrated
circuit chip.

The processor 120 is communicatively coupled to the I/O
subsystem 124 via a number of signal paths. These signal
paths (and other signal paths illustrated in FIG. 1) may be
embodied as any type of signal paths capable of facilitating
communication between the components of the computing
device 100. For example, the signal paths may be embodied as
any number of point-to-point links, wires, cables, light
guides, printed circuit board traces, vias, bus, intervening
devices, and/or the like.

The memory 126 of the computing device 100 may be
embodied as or otherwise include one or more memory
devices or data storage locations including, for example,
dynamic random access memory devices (DRAM), synchro-
nous dynamic random access memory devices (SDRAM),
double-data rate synchronous dynamic random access
memory device (DDR SDRAM), mask read-only memory
(ROM) devices, erasable programmable ROM (EPROM),
electrically erasable programmable ROM (EEPROM)
devices, flash memory devices, and/or other volatile and/or
non-volatile memory devices. The memory 126 is communi-
catively coupled to the /O subsystem 124 via a number of
signal paths. Although only a single memory device 126 is
illustrated in FIG. 1, the computing device 100 may include
additional memory devices in other embodiments. Various
data and software may be stored in the memory 126. For
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example, one or more operating systems, applications, pro-
grams, libraries, and drivers that make up the software stack
executed by the processor 120 may reside in memory 126
during execution.

The data storage 128 may be embodied as any type of
device or devices configured for the short-term or long-term
storage of data. For example, the data storage 128 may
include any one or more memory devices and circuits,
memory cards, hard disk drives, solid-state drives, or other
data storage devices.

In some embodiments, the computing device 100 may also
include one or more peripheral devices 130. Such peripheral
devices 130 may include any number of additional input/
output devices, interface devices, and/or other peripheral
devices. For example, in some embodiments, the peripheral
devices 130 may include a display, touch screen, graphics
circuitry, keyboard, mouse, speaker system, and/or other
input/output devices, interface devices, and/or peripheral
devices.

In the illustrative embodiment, the computing device 100
also includes a display 132 and, in some embodiments, may
include viewer location sensor(s) 136 and a viewing angle
input 138. The display 132 of the computing device 100 may
be embodied as any type of display capable of displaying
digital information such as a liquid crystal display (LCD), a
light emitting diode (LED), a plasma display, a cathode ray
tube (CRT), or other type of display device. Regardless of the
particular type of display, the display 132 includes a display
screen 134 on which the content is displayed. In some
embodiments, the display screen 134 may be embodied as a
touch screen to facilitate user interaction.

The viewer location sensor(s) 136 may be embodied as any
one or more sensors capable of determining the location of the
viewer’s head and/or eyes, such as a digital camera, a digital
camera coupled with an infrared depth sensor, or an eye
tracking sensor. For example, the viewer location sensor(s)
136 may be embodied as a wide-angle, low-resolution sensor
such as a commodity digital camera capable of determining
the location of the viewer’s head. Alternatively, the viewer
location sensor(s) 136 may be embodied as a more precise
sensor, for example, an eye tracking sensor. The viewer loca-
tion sensor(s) 136 may determine only the direction from the
computing device 100 to the viewer’s head and/or eyes, and
are not required to determine the distance to the viewer.

The viewing angle input 138 may be embodied as any
control capable of allowing the viewer to manually adjust the
desired viewing angle, such as a hardware wheel, hardware
control stick, hardware buttons, or a software control such as
a graphical slider. In embodiments including the viewing
angle input 138, the computing device 100 may or may not
include the view location sensor(s) 136.

Referring now to FIG. 2, in one embodiment, the comput-
ing device 100 establishes an environment 200 during opera-
tion. The illustrative embodiment 200 includes a viewing
angle determination module 202, a content transformation
module 204, and a content rendering module 206. Each of the
viewing angle determination module 202, the content trans-
formation module 204, and the content rendering module 206
may be embodied as hardware, firmware, software, or a com-
bination thereof.

The viewing angle determination module 202 is configured
to determine one or more viewing angles of the content rela-
tive to a viewer of the content. In some embodiments, the
viewing angle determination module 202 may receive data
from the viewing location sensor(s) 136 and determine the
viewing angle(s) based on the received data. Alternatively or
additionally, the viewing angle determination module 202
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may receive viewing angle input data from the viewing angle
input 138 and determine the viewing angle(s) based on the
viewing angle input data. For example, in some embodi-
ments, the viewing angle input data received from the viewing
angle input 138 may override, or otherwise have a higher
priority than, the data received from the viewer location sen-
sor(s) 136. Once determined, the viewing angle determina-
tion module 202 supplies the determined one or more viewing
angles to the content transformation module 204.

The content transformation module 204 generates a con-
tent transformation for each of the one or more viewing
angles determined by the viewing angle determination mod-
ule 202 as a function of the one or more viewing angles. The
content transformation is useable to apply a corrective distor-
tion to the content, to improve the viewing perspective of the
content when viewed at the one or more viewing angles. The
content transformation may be embodied as any type oftrans-
formation that may be applied to the content. For example, in
some embodiments, the content transformation may be
embodied as an equation, an algorithm, a raw number, a
percentage value, or other number or metric that defines, for
example, the magnitude to which the content, or portion
thereof, is stretched, cropped, compressed, duplicated, or oth-
erwise modified. The generated content transformation is
used by the content rendering module 206.

The content rendering module 206 renders the content as a
function of the content transformation generated by the con-
tent transformation module 204. The rendered content may be
generated by an operating system of the computing device
100, generated by one or more user applications executed on
the computing device 100, or embodied as content (e.g.,
pictures, text, or video) stored on the computing device 100.
For example, in some embodiments, the rendered content
may be generated by, or otherwise in, a graphical browser
such as a web browser executed on the computing device 100.
The content may be embodied as content stored in a hypertext
markup language (HTML) format for structuring and pre-
senting content, such as HTMLS or earlier versions of
HTML. The rendered content is displayed on the display
screen 134 of the display 132.

Referring now to FIG. 3, in use, the computing device 100
may execute amethod 300 for improving viewing perspective
of content displayed on the computing device 100. The
method 300 begins with block 302, in which the computing
device 100 determines whether to automatically adjust ren-
dering based on a content viewing angle(s) of a viewer. Such
determination may be made in use, may be pre-configured, or
may be dependent on whether the computing device 100
includes viewer location sensor(s) 136. Upon determining to
automatically adjust rendering based on viewing angle, the
method 300 advances to block 304.

In block 304, the viewing angle determination module 202
determines a primary viewer of the content. To do so, the
viewing angle determination module 202 utilizes the viewer
location sensor(s) 136. When only one viewer is present, the
primary viewer is simply the sole viewer. However, when two
or more viewers are present, the viewing angle determination
module 202 may be configured to determine or select one of
the viewers as the primary viewer for which the viewing
perspective of the content is improved. For example, the
viewing angle determination module 202 may determine the
primary viewer by detecting which viewer is actively inter-
acting with the computing device 100, by selecting the most
proximate viewer to the display screen 134, randomly deter-
mining the primary viewer from the pool of detected viewers,
based on pre-defined criteria or input supplied to the comput-
ing device 100, or by any other suitable technique.

10

15

20

25

30

35

40

45

50

55

60

65

6

In block 306, the viewing angle determination module 202
determines the location of the primary viewer relative to the
display screen 134 of the display 132. To do so, the viewing
angle determination module 202 uses the sensor signals
received from viewer location sensor(s) 136 and determines
the location of the primary viewer based on such sensor
signals. In the illustrative embodiment, the viewing angle
determination module 202 determines the location of the
primary viewer by determining the location of the viewer’s
head and/or eyes. However, the precise location of the view-
er’s eyes is not required in all embodiments. Any suitable
location determination algorithm or technique may be used to
determine the location of the primary viewer relative to the
display screen 134. In some embodiments, the location of the
viewer is determined only in one dimension (e.g., left-to-right
relative to the display screen 134). In other embodiments, the
location of the viewer may be determined in two dimensions
(e.g., left-to-right and top-to-bottom relative to the display
screen 134). Further, in some embodiments, the location of
the viewer may be determined in three dimensions (e.g.,
left-to-right, top-to-bottom, and distance from the display
screen 134).

In block 308, the viewing angle determination module 202
determines one or more viewing angles of the content relative
to the viewer. For example, referring to FIG. 4, a schematic
diagram 400 illustrates one or more viewing angles of content
displayed on the display screen 134 of the display 132. An eye
symbol 402 represents the location of the viewer relative to
the display screen 134. A dashed line 408 may represent a
plane defined by the display screen 134. As shown in FIG. 4,
several viewing angles may be defined between the viewer
402 and the display screen 134 based on the particular content
location. For example, an illustrative viewing angle 404 (also
labeled o) represents the viewing angle between the location
of the viewer 402 and a center 406 of the display screen 134
of the display 132 of the computing device 100. That is, the
viewing angle 404 is defined by the location of the viewer 402
and the location of the particular content on the display screen
134. Additionally, an illustrative angle 404' represents the
viewing angle between the location of the viewer 402 and an
edge location of the display screen 134 of the display 132
closest to the viewer. [llustrative angle o' represents the view-
ing angle between a location on the display screen 134 of the
display 132 nearer to the user than the center 406. Further, an
illustrative angle 404" represents the angle between the loca-
tion of the viewer 402 and an edge of the display screen 134
of the display 132 farthest away from the viewer 402. Illus-
trative angle " represents the viewing angle between a loca-
tion on the display screen 134 of the display 132 farther away
from the user than the center 406. In the illustrative embodi-
ment of FIG. 4, each of the angles a, o', and a" have a
magnitude different from each other. However, as discussed
in more detail below, the angles ., ', and & may be assumed
to be approximately equal to each other (e.g., to the centrally
located angle o) in some embodiments.

Referring back to FIG. 3, the viewing angle determination
module 202 may determine the one or more viewing angles of
the content using any one or more techniques. For example, in
some embodiments, the viewing angle determination module
202 determines a viewing angle for each content location on
the display screen 134 of the display 132 in block 310. In
some embodiments, each content location may correspond to
a single physical pixel on the display screen 134. Alterna-
tively, in other embodiments, each content location may cor-
respond to a group of physical pixels on the display screen
134. For example, the content location may be embodied as a
horizontal stripe of pixels. As discussed above with regard to
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FIG. 4, the angle from the viewer 402 to each content location
on the display 132 may have a slightly different magnitude,
and the viewing angle determination module 202 may deter-
mine the magnitude of each angle accordingly.

Alternatively, in some embodiments, the viewing angle
determination module 202 may determine only a single, pri-
mary viewing angle as a function of the location of the viewer
and a pre-defined content location on the display screen 134
of the display 132 in block 312. In some embodiments, the
pre-defined content location is selected to be located at or near
the center of the display screen 134 of the display 132. For
example, as shown in FIG. 4, the angle o may represent the
primary viewing angle. In some embodiments, the primary
viewing angle o is used as an approximate for the viewing
angles to other content locations, for example, angles o' and
a". Of course, in other embodiments, other content locations
of the display screen 134 of the display 132 may be used
based on, for example, the location of the viewer relative to
the display screen 134 or other criteria.

Referring back to FIG. 3, in some embodiments, the view-
ing angle determination module 202 may further extrapolate
the remaining viewing angles as a function of the primary
viewing angle determined in block 312 and each content
location on the display screen 134 in block 314. For example,
the viewing angle determination module 202 may have access
to the physical dimensions of the display screen 134 of the
display 132 or the dimensions of the computing device 100.
Given a single, primary viewing angle and those dimensions,
the viewing angle determination module 202 may be config-
ured to calculate the viewing angle corresponding to each
remaining content location. As such, in some embodiments
the primary viewing angle determined in block 312 is used as
the sole viewing angle from which to generate a content
transformation as discussed below. Alternatively, in other
embodiments, the primary viewing angle determined in block
312 is used to extrapolate other viewing angles without the
necessity of determining the other viewing angles directly
from the location of the viewer.

After one or more viewing angles are determined in block
308, the method 300 advances to block 316. In block 316, the
content transformation module 204 generates a content trans-
formation useable to apply a corrective distortion to the con-
tent, to improve the viewing perspective of the content when
viewed at the one or more viewing angles. In some embodi-
ments, the content transformation is embodied as a uniform
transformation configured to uniformly transform the content
regardless of the magnitude of the particular viewing angle. In
such embodiments, the content transformation transforms the
content as a function of the primary viewing angle determined
in block 310, which approximates the other viewing angles.
Alternatively, the content transformation module 204 may
generate a non-uniform content transformation. That is, the
content transformation module 204 may generate a unique
content transformation for each viewing angle of the one or
more viewing angles determined in block 310 or block 314.

As discussed above, the content transformation may be
embodied as any type of transformation that may be applied
to the content. In some embodiments, the content transforma-
tion may scale the content along an axis to thereby intention-
ally distort the content and improve the viewing perspective.
For example, given a viewing angle o between the location of
the viewer and a particular content location, the distortion of
the content as seen by the viewer can be approximated as the
sine of the viewing angle, that is, as sin(a). Such perceived
distortion may be corrected by stretching the content—that is,
applying a corrective distortion—Dby an appropriate amount
along the axis experiencing the perceived distortion. For
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example, considering a tablet computing device laying flat on
a table, when viewed by a viewer from a seated position, the
displayed content may appear distorted in the vertical content
axis (e.g., along the visual axis of the viewer). For example, as
shown in FIG. 4, a dashed line 408 may represent the vertical
content axis that appears distorted to the viewer 402. As
discussed above, the visual distortion at the center point 406
may be approximated as sin(a). Assuming o is 45 degrees,
the visual distortion is therefore approximately sin(45°)=0.7.
Thus, the content at center point 406 appears to the viewer
402 to have a height roughly 70% of its actual height. By
stretching the content along the vertical content axis, the
distorted aspect of the content may be corrected or otherwise
improved to generate a viewing perspective more akin to the
viewing perspective achieved when viewing the tablet com-
puting device perpendicular to the display screen. Referring
back to FIG. 3, when applying a uniform content transforma-
tion, each content location is stretched by a uniform factor as
a function of the primary viewing angle determined in block
310. More specifically, such factor may be calculated by
dividing a length of the content along the vertical content axis
by the sine of the primary viewing angle. Alternatively, when
applying a non-uniform content transformation, each content
location may be stretched by a unique factor as a function of
the particular viewing angle associated with each content
location (e.g., the unique factor may be equal to the sine of the
corresponding viewing angle). In such embodiments, content
locations further away from the viewer may be stretched more
than content locations closer to the viewer. Of course, the
stretching of the content may make content in some locations
not visible on the display screen 134 of display 132. For
example, a hypertext markup language web page (e.g., an
HTMLS5 web page) or document content may flow off the
bottom of the display screen due to the stretching transfor-
mation.

Alternatively, the content transformation may compress
content an appropriate amount along an axis perpendicular to
the axis experiencing the distortion (e.g., perpendicular to the
viewing axis). For example, considering again the tablet com-
puting device laying flat on a table and viewed from a seated
position, displayed content may appear distorted in the verti-
cal content axis, which distortion could be corrected by com-
pressing the content horizontally. For example, as shown in
FIG. 4, the dashed line 408 may represent the vertical axis
experiencing the distortion, and a horizontal axis perpendicu-
lar to the vertical axis 408 used for correction is not shown. It
should be appreciated that compressing the content allows all
content to remain visible on the display screen 134 of the
display 132 as no content need flow off the display screen.
Referring back to FIG. 3, similar to the stretching transfor-
mation discussed above, each content location may be com-
pressed by a uniform factor as a function of the primary
viewing angle determined in block 310. More specifically,
such factor may be calculated by multiplying a length of the
content along the horizontal axis by the sine of the primary
viewing angle. Alternatively, each content location may be
compressed by a unique factor as a function of the particular
viewing angle associated with each content location. More
specifically, such factor may be calculated by multiplying a
length of the content location along the horizontal axis by the
sine of the particular viewing angle. In such embodiments,
content locations further away from the viewer may be com-
pressed more than content locations closer to the viewer.

Further, in embodiments in which the content is embodied
as or includes text, the content transformation may modify the
viewing perspective by increasing the vertical height of the
rendered text. Such transformation may be appropriate for
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primarily textual content or for use on a computing device
with limited graphical processing resources, for example, an
e-reader device. For example, such transformation may be
appropriate for content stored in a hypertext markup language
format such as HTMLS.

In some embodiments, the content transformation may
transform content along more than one axis to improve the
viewing perspective. For example, each content location may
be scaled an appropriate amount along each axis (which may
be orthogonal to each other in some embodiments) as a func-
tion of the viewing angle associated with each content loca-
tion. Such content transformation is similar to the inverse of
the well-known “keystone” perspective correction employed
by typical visual projectors to improve viewing perspective
when projecting onto a surface at an angle.

After the content transformation has been generated in
block 316, the content rendering module 206 renders the
content using the content transformation in block 318. For
conventional display technologies, the content rendering
module 206 may apply the content transformation to an in-
memory representation of the content and then rasterize the
content for display on the display screen of the display 132.
Alternative embodiments may apply the content transforma-
tion by physically deforming the pixels and/or other display
elements of the display screen 134 of the display 132 (e.g., in
those embodiments in which the display screen 134 is
deformable).

After the content is rendered, the method 300 loops back to
block 302 in which the computing device 100 determines
whether to automatically adjust rendering based on a content
viewing angle(s) of a viewer. In this way, the perspective
correction may continually adapt to changes in viewing angle
through an iterative process (e.g., when the viewer or com-
puting device move to a new, relative location).

Referring back to block 302, if the computing device 100
determines not to automatically adjust rendering based on
viewing angle, the method 300 advances to block 320. In
block 320, the computing device 100 determines whether to
manually adjust rendering based on viewing angle. Such
determination may be made in use, may be pre-configured
(e.g., with a hardware or software switch), or may be depen-
dent on whether the computing device 100 includes the view-
ing angle input 138. If the computing device 100 determines
not to manually adjust rendering based on viewing angle, the
method 300 advances to block 322, in which the computing
device 100 displays content as normal (i.e., without viewing
perspective correction).

If, in block 320, the computing device 100 does determine
to manually adjust rendering based on the viewing angle, the
method 300 advances to block 324. In block 324, the viewing
angle determination module 202 receives viewing angle input
data from the viewing angle input 138. As described above,
the viewing angle input 138 may be embodied as a hardware
or software user control, which allows the user to specify a
viewing angle. For example, the viewing angle input 138 may
be embodied as a hardware thumbwheel that the viewer
rotates to select a viewing angle. Alternatively, the viewing
angle input 138 may be embodied as a software slider that the
viewer manipulates to select a viewing angle. In some
embodiments, the viewing angle input 138 may include mul-
tiple controls allowing the viewer to select multiple viewing
angles.

In block 326, the viewing angle determination module 202
determines one or more viewing angles based on the viewing
angle input data. To do so, in block 328, the viewing angle
determination module 202 may determine a viewing angle for
each content location as a function of the viewing angle input
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data. For example, the viewing angle input data may include
multiple viewing angles selected by the user using multiple
viewing angle input controls 138. The determination of mul-
tiple viewing angles may be desirable for large, immovable
computing devices usually viewed from the same location
such as, for example, table-top computers or the like.

Alternatively, in block 330, the viewing angle determina-
tion module 202 may determine a primary viewing angle as a
function of the viewing angle input data and a pre-defined
content location on the display screen of the display 132. As
discussed above, the pre-defined content area may be embod-
ied as the center of the display screen 134 of the display 132
in some embodiments. Additionally, in some embodiments,
the viewing angle input 138 may allow the viewer to directly
manipulate the primary viewing angle. As discussed above, in
those embodiments utilizing a uniform content transforma-
tion, only the primary viewing angle may be determined in
block 326.

Further, in some embodiments, the viewing angle determi-
nation module 202 may extrapolate the remaining viewing
angles as a function of the primary viewing angle determined
in block 330 and each pre-defined content location on the
display screen. For example, the viewing angle determination
module 202 may have access to the physical dimensions of
the display screen of the display 132 or the dimensions of the
computing device 100. Given a single, primary viewing angle
and those dimensions, the viewing angle determination mod-
ule 202 may be able to calculate the viewing angle corre-
sponding to each remaining content location.

After one or more viewing angles are determined in block
326, method 300 advances to block 316. As discussed above,
the content transformation module 204 generates a content
transformation useable to apply a corrective distortion to the
content, to improve the viewing perspective of the content
when viewed at the determined one or more viewing angles in
block 316. After the content transformation has been gener-
ated in block 316, the content rendering module 206 renders
the content using the content transformation in block 318 as
discussed above. After the content is rendered, the method
300 loops back to block 302 in which the computing device
100 determines whether to automatically adjust rendering
based on a content viewing angle(s) of a viewer.

EXAMPLES

Iustrative examples of the devices, systems, and methods
disclosed herein are provided below. An embodiment of the
devices, systems, and methods may include any one or more,
and any combination of; the examples described below.

In one example, a computing device to improve viewing
perspective of content displayed on the computing device
may include a display having a display screen on which
content can be displayed, a viewing angle determination
module, a content transformation module, and a content ren-
dering module. In an example, the viewing angle determina-
tion module may determine one or more viewing angles of the
content relative to a viewer of the content. In an example, the
content transformation module may generate a content trans-
formation for each one or more viewing angles as a function
of'the corresponding one or more viewing angles, the content
transformation usable to apply a corrective distortion to the
content to improve the viewing perspective of the content
when viewed at the one or more viewing angles. In an
example, the content rendering module may render, on the
display screen, content as a function of the content transfor-
mation. In an example, to render content as a function of the
content transformation may include to render content repre-
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sented in a hypertext markup language format selected from
the group consisting of: HTML, XHTML, and HTMLS.

In an example, to generate the content transformation as a
function of the one or more viewing angles may include to
generate a uniform content transformation as a function of a
single viewing angle of the one or more viewing angles, and
to render the content may include to render the content using
the uniform content transformation.

Additionally, in an example, the computing device may
include a viewer location sensor. In an example, to determine
one or more viewing angles may include to determine a
location of a primary viewer as a function of sensor signals
received from the viewer location sensor, and to determine a
primary viewing angle as a function of the determined loca-
tion of the primary viewer and a pre-defined content location
on the display screen of the display. Additionally, in an
example, the computing device may include a viewing angle
input controllable by a user of the computing device. In an
example, to determine one or more viewing angles may
include to receive viewing angle input data from the viewing
angle input, and to determine a primary viewing angle as a
function of the viewing angle input data and a pre-defined
content location on the display screen of the display. Addi-
tionally, in an example the pre-defined content location may
include a center point of the display screen of the display.

In an example, to render content as a function of the content
transformation may include to stretch the content along a
reference axis parallel to the display screen of the display as
a function of the primary viewing angle. In an example, to
stretch the content may include to scale the content by a
stretch factor calculated by dividing a length of the content
defined in the direction of the reference axis by a sine of the
primary viewing angle. Additionally, in an example, to render
the content as a function of the content transformation may
include to compress the content along a reference axis paral-
lel to the display screen of the display as a function of the
primary viewing angle. In an example, to compress the con-
tent may include to scale the content by a compression factor
calculated by multiplying a length of the content defined in
the direction of the reference axis by a sine of the primary
viewing angle. Additionally, in an example, to render the
content as a function of the content transformation may
include to increase a height property of text of the content as
a function of the primary viewing angle.

Additionally, in an example, to generate the content trans-
formation as a function of the one or more viewing angles
may include to generate a unique content transformation for
each viewing angle of the one or more viewing angles. In an
example, to render the content may include to render the
content using the unique content transformation correspond-
ing to each viewing angle of the one or more viewing angles.

Additionally, in an example, the computing device may
include a viewer location sensor. In an example, to determine
one or more viewing angles may include (i) to determine a
location of a primary viewer as a function of sensor signals
received from the viewer location sensor, and (ii) to determine
a viewing angle for one or more content locations on the
display screen of the display as a function of the determined
location of the primary viewer and a reference plane defined
by the display screen of the display. In an example, each
content location may include a single pixel of the display
screen. Additionally, in an example, each content location
may include a group of pixels of the display screen. Addition-
ally, in an example, to determine one or more viewing angles
further may include to determine the primary viewer from a
plurality of viewers of the content.
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Additionally, in an example, the computing device may
include a viewing angle input controllable by a user of the
computing device. In an example, to determine one or more
viewing angles may include to receive viewing angle input
data from the viewing angle input. In an example, to generate
the content transformation may include to generate the con-
tent transformation as a function of the viewing angle input
data.

Additionally, in an example, the computing device may
include a viewer location sensor. In an example, to determine
one or more viewing angles may include to determine a
location of a primary viewer as a function of sensor signals
received from the viewer location sensor, to determine a
primary viewing angle as a function of the determined loca-
tion of the primary viewer and a pre-defined content location
on the display screen of the display, and to extrapolate a
viewing angle for additional content locations on the display
screen as a function of the primary viewing angle and each
corresponding content location.

Additionally, in an example, the computing device may
include a viewing angle input controllable by a user of the
computing device. In an example, to determine one or more
viewing angles may include to receive viewing angle input
data from the viewing angle input, to determine a primary
viewing angle as a function of the viewing angle input data
and a pre-defined content location on the display screen of the
display, and to extrapolate a viewing angle for additional
content locations on the display screen as a function of the
primary viewing angle and each corresponding content loca-
tion.

Inan example, to render content as a function of the content
transformation may include to stretch the content along a
reference axis parallel to the display screen of the display as
a function of the one or more viewing angles. In an example,
to stretch the content may include to scale the content at each
content location on the display screen by a stretch factor
calculated by dividing a length of the corresponding content
location defined in the direction of the reference axis by a sine
of the viewing angle corresponding to that content location.
In an example, to stretch the content may include to deform
each content location. In an example, the reference axis may
be a height axis of the content. In an example, the reference
axis may be a width axis of the content.

Additionally, in an example, to render content as a function
of the content transformation may include to compress the
content at each content location on the display screen along a
reference axis parallel to the display screen of the display as
afunction of the corresponding content location and the view-
ing angle associated with the corresponding content location.
In an example, to compress the content may include to scale
the content at each content location on the display screen by
a compression factor calculated by multiplying a length of the
corresponding content location defined in the direction of the
reference axis by a sine of the viewing angle corresponding to
that content location. In an example, to compress the content
may include to deform each content location.

Additionally, in an example, to render the content as a
function of the content transformation may include to scale
the content along a first axis parallel to the display screen of
the display as a function of the content location on the display
screen of the display and the viewing angle corresponding to
the content location, and to scale the content along a second
axis perpendicular to the first axis and parallel to the display
screen of the display as a function of the content location on
the display screen of the display and the viewing angle cor-
responding to the content location. Additionally, in an
example, to render content as a function of the content trans-
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formation may include to perform an inverse keystone three-
dimensional perspective correction on the content.

In another example, a method for improving viewing per-
spective of content displayed on a computing device may
include determining, on the computing device, one or more
viewing angles of the content relative to a viewer of the
content; generating, on the computing device, a content trans-
formation for each one or more viewing angles as a function
of'the corresponding one or more viewing angles, the content
transformation usable to apply a corrective distortion to the
content to improve the viewing perspective of the content
when viewed at the one or more viewing angles; and render-
ing, on a display screen of a display of the computing device,
content as a function of the content transformation. In an
example, rendering content as a function of the content trans-
formation may include rendering content represented in a
hypertext markup language format selected from the group
consisting of: HTML, XHTML, and HTMLS.

In an example, generating the content transformation as a
function of the one or more viewing angles may include
generating a uniform content transformation as a function of
a single viewing angle of the one or more viewing angles. In
an example, rendering the content may include rendering the
content using the uniform content transformation.

Additionally, in an example, determining one or more
viewing angles may include determining, on the computing
device, a location of a primary viewer as a function of sensor
signals received from a viewer location sensor of the comput-
ing device; and determining, on the computing device, a
primary viewing angle as a function of the determined loca-
tion of the primary viewer and a pre-defined content location
on the display screen of the display. Additionally, in an
example, determining one or more viewing angles may
include receiving, on the computing device, viewing angle
input data from a viewing angle input of the computing
device, the viewing angle input being controllable by a user of
the computing device; and determining, on the computing
device, a primary viewing angle as a function of the viewing
angle input data and a pre-defined content location on the
display screen of the display. Additionally, in an example, the
pre-defined content location may include a center point of the
display screen of the display.

In an example, rendering content as a function of the con-
tent transformation may include stretching the content along
a reference axis parallel to the display screen of the display as
a function of the primary viewing angle. In an example,
stretching the content may include scaling the content by a
stretch factor calculated by dividing a length of the content
defined in the direction of the reference axis by a sine of the
primary viewing angle. Additionally, in an example, render-
ing content as a function of the content transformation may
include compressing the content along a reference axis par-
allel to the display screen of the display as a function of the
primary viewing angle. In an example, compressing the con-
tent may include scaling the content by a compression factor
calculated by multiplying a length of the content defined in
the direction of the reference axis by a sine of the primary
viewing angle. Additionally, in an example, rendering the
content as a function of the content transformation may
include increasing a height property of text of the content as
a function of the primary viewing angle.

Additionally, in an example, generating the content trans-
formation as a function of the one or more viewing angles
may include generating a unique content transformation for
each viewing angle of the one or more viewing angles. In an
example, rendering the content may include rendering the
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content using the unique content transformation correspond-
ing to each viewing angle of the one or more viewing angles.

Additionally, in an example, determining one or more
viewing angles may include determining, on the computing
device, a location of a primary viewer as a function of sensor
signals received from a viewer location sensor of the comput-
ing device; and determining, on the computing device, a
viewing angle for one or more content locations on the dis-
play screen of the display as a function of the determined
location of the primary viewer and a reference plane defined
by the display screen of the display. In an example, each
content location may include a single pixel of the display
screen. Additionally, in an example, each content location
may include a group of pixels of the display screen. Addition-
ally, in an example, determining one or more viewing angles
further may include determining, on the computing device,
the primary viewer from a plurality of viewers of the content.

Additionally, in an example, determining one or more
viewing angles may include receiving, on the computing
device, viewing angle input data from a viewing angle input
of the computing device, the viewing angle input being con-
trollable by a user of the computing device. In an example,
generating the content transformation may include generat-
ing the content transformation as a function of the viewing
angle input data.

Additionally, in an example, determining one or more
viewing angles may include determining, on the computing
device, a location of a primary viewer as a function of sensor
signals received from a viewer location sensor of the comput-
ing device; determining, on the computing device, a primary
viewing angle as a function of the determined location of the
primary viewer and a pre-defined content location on the
display screen of the display; and extrapolating, on the com-
puting device, a viewing angle for additional content loca-
tions on the display screen as a function of the primary view-
ing angle and each corresponding content location.

Additionally, in an example, determining one or more
viewing angles may include receiving, on the computing
device, viewing angle input data from a viewing angle input
of the computing device, the viewing angle input being con-
trollable by a user of the computing device; determining, on
the computing device, a primary viewing angle as a function
of the viewing angle input data and a pre-defined content
location on the display screen of the display; and extrapolat-
ing, on the computing device, a viewing angle for additional
content locations on the display screen as a function of the
primary viewing angle and each corresponding content loca-
tion.

In an example, rendering content as a function of the con-
tent transformation may include stretching the content along
areference axis parallel to the display screen of the display as
a function of the one or more viewing angles. In an example,
stretching the content may include scaling the content at each
content location on the display screen by a stretch factor
calculated by dividing a length of the corresponding content
location defined in the direction of the reference axis by a sine
of the viewing angle corresponding to that content location.
In an example, stretching the content may include deforming
each content location. In an example, the reference axis may
be a height axis of the content. In an example, the reference
axis may be a width axis of the content.

Additionally, in an example, rendering content as a func-
tion of the content transformation may include compressing
the content at each content location on the display screen
along a reference axis parallel to the display screen of the
display as a function of the corresponding content location
and the viewing angle associated with the corresponding
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content location. In an example, compressing the content may
include scaling the content at each content location on the
display screen by a compression factor calculated by multi-
plying a length of the corresponding content location defined
in the direction of the reference axis by a sine of the viewing
angle corresponding to that content location. In an example,
compressing the content may include deforming each content
location.

Additionally, in an example, rendering content as a func-
tion of the content transformation may include scaling the
content along a first axis parallel to the display screen of the
display as a function of the content location on the display
screen of the display and the viewing angle corresponding to
the content location, and scaling the content along a second
axis perpendicular to the first axis and parallel to the display
screen of the display as a function of the content location on
the display screen of the display and the viewing angle cor-
responding to the content location. Additionally, in an
example, rendering content as a function of the content trans-
formation may include performing an inverse keystone three-
dimensional perspective correction on the content.

The invention claimed is:

1. A computing device to improve viewing perspective of
content displayed on the computing device, the computing
device comprising:

a display having a display screen on which content can be

displayed;

aviewing angle determination module to determine one or
more viewing angles of the content relative to a viewer
of the content;

a content transformation module to generate a content
transformation for each one or more viewing angles as a
function of the corresponding one or more viewing
angles, the content transformation to apply a corrective
distortion to the content to generate transformed con-
tent, wherein the transformed content has an appear-
ance, when viewed at the one or more viewing angles,
that is similar to an appearance of the content when
viewed perpendicular to the display; and

a content rendering module to render, on the display
screen, the transformed content as a function of the
content transformation, wherein to render the trans-
formed content as a function of the content transforma-
tion comprises to (i) render content represented in a
hypertext markup language format selected from the
group consisting of: HTML, XHTMIL, and HTML5; and
(ii) increase a height property of text of the content as a
function of the corresponding content location and the
viewing angle associated with the corresponding con-
tent location.

2. The computing device of claim 1, further comprising a
viewer location sensor, wherein to determine one or more
viewing angles comprises to:

determine a location of a primary viewer as a function of
sensor signals received from the viewer location sensor;
and

determine a viewing angle for one or more content loca-
tions on the display screen of the display as a function of
the determined location of the primary viewer and a
reference plane defined by the display screen of the
display.

3. The computing device of claim 2, wherein:

to determine a viewing angle for one or more content
locations on the display screen comprises to determine a
primary viewing angle as a function of the determined
location of the primary viewer and a pre-defined content
location on the display screen of the display; and
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to generate a content transformation for each one or more
viewing angles as a function of the corresponding one or
more viewing angles comprises to generate a content
transformation for each one or more viewing angles as a
function of the primary viewing angle.

4. The computing device of claim 1, further comprising a
viewing angle input controllable by a user of the computing
device, wherein:

to determine one or more viewing angles comprises to

receive viewing angle input data from the viewing angle
input, and

to generate the content transformation comprises to gener-

ate the content transformation as a function of the view-
ing angle input data.

5. The computing device of claim 4, wherein:

to determine one or more viewing angles comprises to

determine a primary viewing angle as a function of the
viewing angle input data and a pre-defined content loca-
tion on the display screen of the display; and

to generate a content transformation for each one or more

viewing angles as a function of the corresponding one or
more viewing angles comprises to generate a content
transformation for each one or more viewing angles as a
function of the primary viewing angle.

6. The computing device of claim 1, wherein to render the
transformed content as a function of the content transforma-
tion comprises one of to stretch the content at each content
location on the display screen along a reference axis parallel
to the display screen of the display as a function of the cor-
responding content location and the viewing angle associated
with the corresponding content location and to compress the
content at each content location on the display screen along a
reference axis parallel to the display screen of the display as
afunction of the corresponding content location and the view-
ing angle associated with the corresponding content location.

7. The computing device of claim 1, wherein to render the
transformed content as a function of the content transforma-
tion comprises to:

scale the content along a first axis parallel to the display

screen of the display as a function of the content location
on the display screen of the display and the viewing
angle corresponding to the content location, and

scale the content along a second axis perpendicular to the

first axis and parallel to the display screen of the display
as a function of the content location on the display screen
of the display and the viewing angle corresponding to
the content location.

8. The computing device of claim 7, wherein to render the
transformed content as a function of the content transforma-
tion comprises to perform an inverse keystone three-dimen-
sional perspective correction on the content.

9. A method for improving viewing perspective of content
displayed on a computing device, the method comprising:

determining, on the computing device, one or more view-

ing angles of the content relative to a viewer of the
content;

generating, on the computing device, a content transforma-

tion for each one or more viewing angles as a function of
the corresponding one or more viewing angles, the con-
tent transformation to apply a corrective distortion to the
content to generate transformed content, wherein the
transformed content has an appearance, when viewed at
the one or more viewing angles, that is similar to an
appearance of the content when viewed perpendicular to
the display; and

rendering, on a display screen of a display of the computing

device, the transformed content as a function of the
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content transformation, wherein rendering the trans-
formed content as a function of the content transforma-
tion comprises (i) rendering content represented in a
hypertext markup language format selected from the
group consisting of: HTML, XHTMIL, and HTML5; and
(ii) increasing a height property of text of the content as
a function of the corresponding content location and the
viewing angle associated with the corresponding con-
tent location.

10. The method of claim 9, wherein determining one or
more viewing angles comprises:

determining, on the computing device, a location of a pri-

mary viewer as a function of sensor signals received
from a viewer location sensor of the computing device;
and

determining, on the computing device, a viewing angle for

one or more content locations on the display screen of
the display as a function of the determined location of
the primary viewer and a reference plane defined by the
display screen of the display.

11. The method of claim 10, wherein:

determining one or more viewing angles comprises deter-

mining, on the computing device, a primary viewing
angle as a function of the determined location of the
primary viewer and a pre-defined content location on the
display screen of the display; and

generating a content transformation for each one or more

viewing angles as a function of the corresponding one or
more viewing angles comprises generating a content
transformation for each one or more viewing angles as a
function of the primary viewing angle.

12. The method of claim 9, wherein:

determining one or more viewing angles comprises receiv-

ing, on the computing device, viewing angle input data
from a viewing angle input of the computing device, the
viewing angle input being controllable by a user of the
computing device, and

generating the content transformation comprises generat-

ing the content transformation as a function of the view-
ing angle input data.

13. The method of claim 12, wherein

determining one or more viewing angles comprises deter-

mining, on the computing device, a primary viewing
angle as a function of the viewing angle input data and a
pre-defined content location on the display screen of the
display; and

generating a content transformation for each one or more

viewing angles as a function of the corresponding one or
more viewing angles comprises generating a content
transformation for each one or more viewing angles as a
function of the primary viewing angle.

14. The method of claim 9, wherein rendering the trans-
formed content as a function of the content transformation
comprises one of stretching the content along a reference axis
parallel to the display screen of the display as a function of the
corresponding content location and the viewing angle asso-
ciated with the corresponding content location and compress-
ing the content at each content location on the display screen
along a reference axis parallel to the display screen of the
display as a function of the corresponding content location
and the viewing angle associated with the corresponding
content location.

15. The method of claim 9, wherein rendering the trans-
formed content as a function of the content transformation
comprises:

scaling the content along a first axis parallel to the display

screen of the display as a function of the content location
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on the display screen of the display and the viewing
angle corresponding to the content location, and

scaling the content along a second axis perpendicular to the
first axis and parallel to the display screen of the display
as a function of the content location on the display screen
of the display and the viewing angle corresponding to
the content location.

16. The method of claim 15, wherein rendering the trans-
formed content as a function of the content transformation
comprises performing an inverse keystone three-dimensional
perspective correction on the content.

17. One or more non-transitory, machine-readable media
comprising a plurality of instructions that in response to being
executed result in a computing device:

determining one or more viewing angles of the content

relative to a viewer of the content;
generating a content transformation for each one or more
viewing angles as a function of the corresponding one or
more viewing angles, the content transformation to
apply a corrective distortion to the content to generate
transformed content, wherein the transformed content
has an appearance, when viewed at the one or more
viewing angles, that is similar to an appearance of the
content when viewed perpendicular to the display; and

rendering, on a display screen of a display of the computing
device, the transformed content as a function of the
content transformation, wherein rendering the trans-
formed content as a function of the content transforma-
tion comprises (i) rendering content represented in a
hypertext markup language format selected from the
group consisting of: HTML, XHTML, and HTML5; and
(ii) increasing a height property of text of the content as
a function of the corresponding content location and the
viewing angle associated with the corresponding con-
tent location.

18. The machine-readable media of claim 17, wherein
determining one or more viewing angles comprises:

determining a location of a primary viewer as a function of

sensor signals received from a viewer location sensor of
the computing device; and
determining a viewing angle for one or more content loca-
tions on the display screen of the display as a function of
the determined location of the primary viewer and a
reference plane defined by the display screen of the
display.
19. The machine-readable media of claim 18, wherein:
determining one or more viewing angles comprises deter-
mining a primary viewing angle as a function of the
determined location of the primary viewer and a pre-
defined content location on the display screen of the
display; and
generating a content transformation for each one or more
viewing angles as a function of the corresponding one or
more viewing angles comprises generating a content
transformation for each one or more viewing angles as a
function of the primary viewing angle.
20. The machine-readable media of claim 17, wherein:
determining one or more viewing angles comprises receiv-
ing viewing angle input data from a viewing angle input
of the computing device, the viewing angle input being
controllable by a user of the computing device, and

generating the content transformation comprises generat-
ing the content transformation as a function of the view-
ing angle input data.

21. The machine-readable media of claim 20, wherein

determining one or more viewing angles comprises deter-

mining a primary viewing angle as a function of the
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viewing angle input data and a pre-defined content loca-
tion on the display screen of the display; and

generating a content transformation for each one or more
viewing angles as a function of the corresponding one or
more viewing angles comprises generating a content
transformation for each one or more viewing angles as a
function of the primary viewing angle.

22. The machine-readable media of claim 17, wherein
rendering the transformed content as a function of the content
transformation comprises one of stretching the content along
a reference axis parallel to the display screen of the display as
afunction ofthe corresponding content location and the view-
ing angle associated with the corresponding content location
and compressing the content at each content location on the
display screen along a reference axis parallel to the display
screen of the display as a function of the corresponding con-
tent location and the viewing angle associated with the cor-
responding content location.

20

23. The machine-readable media of claim 17, wherein
rendering the transformed content as a function of the content
transformation comprises:
scaling the content along a first axis parallel to the display
screen of the display as a function of the content location
on the display screen of the display and the viewing
angle corresponding to the content location, and

scaling the content along a second axis perpendicular to the
first axis and parallel to the display screen of the display
as a function of the content location on the display screen
of the display and the viewing angle corresponding to
the content location.

24. The machine-readable media of claim 23, wherein
rendering the transformed content as a function of the content
transformation comprises performing an inverse keystone
three-dimensional perspective correction on the content.
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